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Abstract

We present batch virtual adversarial training (BVAT), a novel regularization method for graph convolutional networks (GCNs). BVAT addresses the shortcoming of GCNs that do not consider the smoothness of the model’s output distribution against local perturbations around the input. We propose two algorithms, sample-based BVAT and optimization-based BVAT, which are suitable to promote the smoothness of GCN classifiers by generating virtual adversarial perturbations for either a subset of nodes far from each other or all nodes with an optimization process. Extensive experiments on three citation network datasets Cora, Citeseer and Pubmed and a knowledge graph dataset Nell validate the effectiveness of the proposed method, which establishes state-of-the-art results in the semi-supervised node classification task.

1. Introduction

Recent neural network models for graph-structured data (Kipf & Welling, 2017; Hamilton et al., 2017; Veličković et al., 2018) demonstrate remarkable performance in the semi-supervised node classification task. These methods essentially adopt different aggregators to aggregate feature information from the neighborhood of a node to obtain node prediction. The aggregators promote the smoothness between nodes in a neighborhood, which is helpful for semi-supervised node classification based on the assumption that connected nodes in the graph are likely to have similar representations (Kipf & Welling, 2017). However, these methods only consider the smoothness between nodes in a neighborhood without considering the smoothness of the output distribution of the node classifier. Previous works have confirmed that smoothing the output distribution of a classifier (i.e., encouraging the classifier to produce similar outputs) against local perturbations around the input can improve its generalization performance in supervised and especially semi-supervised learning (Wager et al., 2013; Sajjadi et al., 2016; Laine & Aila, 2017; Miyato et al., 2018; Luo et al., 2018). Moreover, it’s crucial to encourage the smoothness of the output distribution of aggregator-based graph models since the receptive field (e.g., Fig. 1a) of a single node grows exponentially with respect to the number of aggregators in the model (Chen & Zhu, 2017), and neural network models tend to be non-smooth with such high dimensional input space (Goodfellow et al., 2015; Peck et al., 2017). Therefore, it is necessary to encourage the smoothness of the output distribution of existing graph models.

Virtual adversarial training (VAT) (Miyato et al., 2018; 2017) is an effective regularization method to encourage the smoothness of the output distribution of the classifier. However, the straightforward extension of VAT to graph-based classification models is less effective. The reason is that graph-based classifiers predict a node $u$ based on the features of all nodes in its receptive field (i.e., $RF_u$), as shown in Fig. 1a, and consequently, the gradient of $u$’s loss can be back propagated to all nodes in $RF_u$. It means that the virtual adversarial perturbation calculated for node $u$ will modify the features of every node in $RF_u$. Thus, when applying VAT into graph models and training with batch gradient descent (Kipf & Welling, 2017) or stochastic gradient descent (Hamilton et al., 2017; Chen & Zhu, 2017), once the batch (or mini-batch) contains other nodes whose receptive fields include $u$, the virtual adversarial perturbations generated for $u$ and those nodes overlap. As a result, the overall perturbation for node $u$ is actually not the worst-case virtual adversarial perturbation, making VAT inefficient to encourage the smoothness of the model’s output distribution and unable to push decision boundaries of the model away from real data instances effectively.

Given the aforementioned issue, we aim to generate virtual adversarial perturbations perceiving the connectivity patterns between nodes in the graph to promote the smoothness of the node classifier’s output distribution. In this paper, we propose batch virtual adversarial training (BVAT) algorithms. Specifically, we focus on the typical and effective graph convolutional networks (GCNs) (Kipf & Welling, 2017), and propose a sample-based BVAT algorithm (S-BVAT) to craft local virtual adversarial perturbations for a...
subset of separable nodes and an optimization-based BVAT algorithm (O-BVAT) that generates adversarial perturbations at all nodes. BVAT exploits the high efficiency of batch gradient descent in GCNs. To validate the effectiveness of BVAT, we conduct experiments on four challenging node classification benchmarks: Cora, Citeseer, Pubmed citation datasets as well as a knowledge graph dataset Nell. BVAT establishes state-of-the-art results across all datasets with a tolerable additional computation complexity.

2. Related Work

Learning node representations based on graph for semi-supervised learning and unsupervised learning has drawn increasing attention and has been developed mainly toward two directions: spectral approaches (Zhu et al., 2003; Belkin et al., 2006; Weston et al., 2012; Defferrard et al., 2016; Kipf & Welling, 2017) and non-spectral approaches (Perozzi et al., 2014; Tang et al., 2015; Grover & Leskovec, 2016; Yang et al., 2016; Monti et al., 2017; Hamilton et al., 2017; Velickovic et al., 2018). There is also an interest in applying regularization terms (Miyato et al., 2018; Laine & Aila, 2017; Tarvainen & Valpola, 2017; Luo et al., 2018) to semi-supervised learning based on the cluster assumption (Chapelle & Zien, 2005). Among them, virtual adversarial training (VAT) has been proved successful in various domains (Miyato et al., 2017; 2018). However, VAT is not effective enough when straightforwardly applied to the models that deal with graph-structured data because of the interrelationship between different nodes, as stated in Sec. 1. Thus we propose a novel regularization VAT to address this issue. The works of adversarial attacks on graph-structured data (Zügner et al., 2018; Dai et al., 2018) also share the idea of considering the connectivity patterns of the graph to generate adversarial perturbations, but our work focuses more on semi-supervised node classification instead of performing adversarial attacks.

3. Batch Virtual Adversarial Training

In this section, we first extend virtual adversarial training (VAT) (Miyato et al., 2018) to graph convolutional networks (GCNs) and discuss its shortcomings. We then propose the batch virtual adversarial training (BVAT) algorithms which are more suitable for GCNs.

3.1. Virtual Adversarial Training for Graph Convolutional Networks

Virtual adversarial training (VAT) (Miyato et al., 2018) encourages the smoothness by training the model to be robust against local worst-case virtual adversarial perturbation. In VAT, the local distributional smoothness (LDS) is defined by a virtual adversarial loss as

\[
\text{LDS}(x, W, r_{\text{adv}}) = D_{KL}(p(y|x, \hat{W})||p(y|x+r_{\text{adv}}, W)),
\]

(1)

where \(p(y|x, W)\) is the prediction distribution parameterized by \(W\) (i.e., trainable parameters), \(D_{KL}(.|.)\) is the KL divergence of two distributions, \(\hat{W}\) denotes the current estimation of the parameters \(W\) and \(r_{\text{adv}}\) is the virtual adversarial perturbation found by

\[
r_{\text{adv}} = \arg \max_{r : ||r||_2 \leq \epsilon} \text{LDS}(x, W, r)
\]

(2)

A straightforward extension into GCNs is using the average LDS loss for all nodes as a regularization term

\[
\mathcal{R}_{\text{adv}}(V, W) = \frac{1}{N} \sum_{u \in V} \text{LDS}(X_u, W, r_{\text{adv}, u}),
\]

(3)

where \(V\) denotes the node set of the graph containing \(N\) elements and \(X_u\) is the input feature matrix of all nodes in \(RF_u\). \(r_{\text{adv}, u}\) is the virtual adversarial perturbation matrix for node \(u\) in the same size as \(X_u\) and is approximated by the first dominant eigenvector of the Hessian matrix of \(\text{LDS}(X_u, W, r)\) using a power iteration method with \(T\) iterations (Miyato et al., 2018). The overall loss is

\[
\mathcal{L} = \mathcal{L}_0 + \alpha \cdot \frac{1}{|V|} \sum_{u \in V} E(p(y|X_u, W)) + \beta \cdot \mathcal{R}_{\text{adv}}(V, W),
\]

(4)

where \(\mathcal{L}_0\) is the average cross-entropy loss of all labeled nodes and \(E(\cdot)\) is the conditional entropy of a distribution.
which is widely used in the semi-supervised classification task (Grandvalet & Bengio, 2005) to encourage one-hot predictions. \( \alpha \) and \( \beta \) are coefficients for conditional entropy and local distributional smoothness.

Notably, the interaction of nodes in the graph reduces the effectiveness of loss LDS\((X_u, W, r_{\text{adv}, u})\) since in the batch training, the calculated \( r_{\text{adv}, u} \) is the accumulation of the virtual adversarial perturbations generated for all nodes in \( RF_u \). Therefore, \( \| r_{\text{adv}, u} \|_2 \leq \epsilon \) in Eq. (2) cannot be guaranteed and the resultant perturbations are not the worst-case virtual adversarial perturbations.

3.2. Batch Virtual Adversarial Training

BVAT can perceive the connectivity patterns between nodes and alleviate the interaction effect of virtual adversarial perturbations crafted for all nodes by either stochastically sampling a subset of nodes far from each other or adopting a more powerful optimization process for generating virtual adversarial perturbations. These two approaches are both harmonious with the batch gradient descent optimization method used by GCNs and only increase tolerable additional computation complexity, as shown in Appendix D.

S-BVAT. The motivation of sample-based BVAT is that we expect to make the model be aware of the relationship between nodes and limit the propagation of adversarial perturbations to prevent perturbations from different nodes interacting with each other. In S-BVAT, we generate virtual adversarial perturbations for a subset \( \mathcal{V}_S \subset \mathcal{V} \) of nodes, whose receptive fields do not overlap with each other. Taking a \( K \)-layer GCN model for example, the receptive field \( RF_u \) of a node \( u \) contains all the \( k \)-hop neighbors of it where \( 0 \leq k \leq K \). If we expect \( RF_u \) doesn’t have intersection with \( RF_v \), the number of nodes in the shortest path between \( u \) and \( v \) (denoted as the distance \( D_{uv} \) should be at least \( 2K \) (shown in Fig. 1b). Therefore, we randomly sample a subset \( \mathcal{V}_S \) of nodes with a fixed size \( B \) (e.g., 100) as

\[
\mathcal{V}_S = \{ u \mid u \in \mathcal{V} \}, \quad \text{s.t.} \ |\mathcal{V}_S| = B, \quad \forall u, v \in \mathcal{V}_S, D_{uv} \geq 2K.
\]

In this way, the generated perturbations for nodes in \( \mathcal{V}_S \) do not interact with each other. The regularization term for training is the average LDS loss over nodes in \( \mathcal{V}_S \) as

\[
\mathcal{R}_{\text{adv}}(\mathcal{V}_S, W) = \frac{1}{B} \sum_{u \in \mathcal{V}_S} \text{LDS}(X_u, W, r_{\text{adv}, u}). \quad (5)
\]

\( \mathcal{R}_{\text{adv}}(\mathcal{V}_S, W) \) can be seen as an approximate estimation of \( \mathcal{R}_{\text{adv}}(\mathcal{V}, W) \). The virtual adversarial perturbations for all nodes in \( \mathcal{V}_S \) can be processed at the same time in the batch gradient descent. As suggested by (Miyato et al., 2018) and our experiments, one-step power iteration is sufficient for approximating \( r_{\text{adv}, u} \) and obtaining high performance. We summarize S-BVAT in Algorithm 1 in Appendix.

O-BVAT. In an alternative way, we propose to generate virtual adversarial perturbations for all nodes in \( \mathcal{V} \) by an optimization process, which proves to be more powerful in adversarial attacks than one-step gradient-based methods (Carlini & Wagner, 2017). We maximize the average LDS loss with respect to the whole perturbation matrix \( R \) corresponding to the whole feature matrix \( X \) so that the neighborhood perturbations \( R_u \) (i.e., \( r_{\text{adv}, u} \)) of every node \( u \) are adversarial enough. At the same time, we punish the norm of \( R \) so that the perturbations are small enough.

Specifically, \( R \) is optimized by solving

\[
\max_R \frac{1}{N} \sum_{u \in \mathcal{V}} D_{\text{KL}}(p(y|X_u, \hat{W})|p(y|X_u + R_u, W)) - \gamma \cdot \| R \|_F^2, \quad (6)
\]

where \( \| R \|_F \) is the Frobenius norm of \( R \) which makes the optimal perturbation have a small norm, and \( \gamma \) is a hyper-parameter to balance the loss terms. We optimize \( R \) with an Adam (Kingma & Ba, 2014) optimizer for \( T \) iterations. The regularization term in O-BVAT is then the average LDS loss over all nodes in \( \mathcal{V} \), similar to Eq. (3). We summarize O-BVAT in Algorithm 2 in Appendix.

4. Experiments

We empirically evaluate the BVAT algorithms through experiments on different datasets. Owing to promoting the smoothness of the model’s output distribution, the BVAT algorithms boost the performance of GCNs significantly and achieve superior results on four popular benchmarks against a wide variety of state-of-the-art methods, which is detailed in Sec. 4.2. We implement BVAT based on the official implementation of GCNs and the experimental setup is detailed in Appendix B.

4.1. Effectiveness of BVAT

We evaluate the effectiveness of the BVAT algorithms by assessing the virtual adversarial perturbations generated by them for graph data. First, we train a vanilla GCN model on Cora. Then, we use VAT, S-BVAT and O-BVAT to manufacture virtual adversarial perturbations and calculate the regularization term \( \mathcal{R}_{\text{adv}} \) averaged on all the nodes \( \mathcal{V} \) (in VAT and O-BVAT) or a subset of nodes \( \mathcal{V}_S \) (in S-BVAT). \( \mathcal{R}_{\text{adv}} \) indicates whether the perturbations are worst-case locally adversarial or not. We plot \( \mathcal{R}_{\text{adv}} \) in Fig. 2a.

It is clear that O-BVAT and S-BVAT achieve higher \( \mathcal{R}_{\text{adv}} \) values than VAT, which demonstrates that BVAT can find virtual adversarial perturbations which are more likely to be in the worst-case direction. For both S-BVAT and VAT, we can observe a significant jump of the \( \mathcal{R}_{\text{adv}} \) value when \( T \) changes from 0 (random perturbations) to 1, but no much
more with larger $T$. Therefore we set $T = 1$ in VAT and S-BVAT. However, $R_{\text{adv}}$ of O-BVAT increases monotonically with respect to $T$ and converges at about 10 steps, so we set $T = 10$ in the following experiments.

On the other hand, we compare the robustness (i.e., smoothness in the worst-case direction) of the models trained with S-BVAT/O-BVAT with that of the models trained without S-BVAT/O-BVAT by calculating the $R_{\text{adv}}$ values. Fig. 2b and 2c show the results respectively. The models trained with BVAT (S-BVAT or O-BVAT) have lower $R_{\text{adv}}$ values than the vanilla GCN models, which indicates that the models trained with BVAT are more robust against the adversarial perturbations and more smooth in the input space.

4.2. Semi-supervised Node Classification

To empirically validate the effectiveness of smoothing output distribution, we deploy BVAT and VAT algorithms for semi-supervised node classification on the Cora, Citeseer, Pubmed and Nell, and compare with state-of-the-art methods in Table 1. We also train a GCN model with random input perturbations as a baseline. We report the averaged results of 10 runs with different random seeds.

The proposed GCNs with VAT, GCNs with S-BVAT and GCNs with O-BVAT all outperform the vanilla GCNs and GCNs trained with random input perturbations by a large margin across all the four datasets. Furthermore, as expected, O-BVAT boosts the performance significantly and establishes state-of-the-art results. O-BVAT uses the LDS loss on all nodes, which may be more efficient than that on a subset of nodes used by S-BVAT.

5. Conclusion

In this paper, we proposed batch virtual adversarial training algorithms, which can smooth the output distribution of graph-based classifiers and are essentially suitable for any aggregator-based graph neural networks. In particular, we presented sample-based batch virtual adversarial training and optimization-based virtual adversarial training algorithms respectively. Experimental results demonstrate the effectiveness of them on various datasets in the semi-supervised node classification task. BVAT outperforms the current state-of-the-art methods by a large margin.
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A. Algorithms for BVAT

We present the detailed algorithms for sample-based batch virtual adversarial training (S-BVAT) and optimization-based batch virtual adversarial training (O-BVAT) in Algorithm 1 and Algorithm 2, respectively.

**Algorithm 1** Sample-based batch virtual adversarial training (S-BVAT)

1: \( V_S = \emptyset, V_C = V \)
2: while \(|V_S| < B\) do
3:   Choose a node \( u \) from \( V_C \) randomly and add \( u \) to \( V_S \).
4:   Remove all nodes in the \( k \)-hop \((v, k \in [0, 2K])\) neighborhood of \( u \) from \( V_C \).
5:   Initialize \( r_{vadv,u} \) from an iid Gaussian distribution and normalize it as \( \|r_{vadv,u}\|_F = 1 \).
6: end while
7: Calculate \( r_{vadv,u} \) by taking the gradient of LDS \((X_u, W, r)\) with respect to \( r \):
   \[
   g_u \leftarrow \nabla_r D_{KL}(p(y|X_u, W))||p(y|X_u+r, W))||_r=\xi_{r_{vadv,u}},
   \]
   \[
   r_{vadv,u} = \epsilon \cdot g_u / \|g_u\|_F.
   \]
8: return \( \nabla_W \mathcal{R}_{vadv}(V_S, W)\|_{W=\hat{W}} \).

**Algorithm 2** Optimization-based batch virtual adversarial training (O-BVAT)

1: Initialize \( R^{(0)} \in \mathbb{R}^{N \times D} \) from an iid Gaussian distribution.
2: for \( i = 1 \) to \( T \) do
3:   Calculate the gradient of Eq. (6) with respect to \( R^{(i-1)} \) as \( g^{(i)} \).
4:   Use an Adam optimizer to perform gradient ascent as \( R^{(i)} \leftarrow \text{Adam}(R^{(i-1)}, g^{(i)}) \).
5: end for
6: \( R \leftarrow R^{(T)} \).
7: return \( \nabla_W \mathcal{R}_{vadv}(V, W)\|_{W=\hat{W}} \).

B. Experimental Setup

We examine BVAT on the three citation network datasets Cora, Citeseer and Pubmed (Sen et al., 2008) and one knowledge graph dataset Nell (Yang et al., 2016) with the same train/validation/test splits as (Yang et al., 2016) and (Kipf & Welling, 2017). The details of the four datasets are summarized in Table 2. We use the same preprocessing strategies as GCNs. The dimension of the preprocessed node features in Nell is 61,278, so the input sparse matrix \( X \in \mathbb{R}^{55755 \times 61278} \) is too large to be converted to a dense matrix that doesn’t exceed the GPU memory (GTX 1080Ti). As a result, BVAT algorithms construct sparse virtual adversarial perturbations \( R \) for Nell. We use the same architecture, initialization, dropout rate, \( L_2 \) regularization factor, number of hidden units and number of epochs as GCNs. For S-BVAT, we fix \( B = 100, \xi = 10^{-6} \) and \( T = 1 \). We set the perturbation size \( \epsilon = 0.03 \) for Cora and Citeseer and \( \epsilon = 0.003 \) for Pubmed and Nell. For O-BVAT, we run an Adam optimizer with learning rate 0.001 for \( T = 10 \) iterations. We set \( \gamma = 0.01 \) on Pubmed and \( \gamma = 1 \) on the others. We tune the hyper-parameters \( \alpha \) and \( \beta \) because the label rate, feature size and number of edges vary significantly across different datasets.

C. Ablation study of \( \epsilon \) and \( \alpha \)

To investigate how the perturbation size \( \epsilon \) in S-BVAT affects the final classification results, we conduct an ablation study in Fig. 3a, where we plot the validation accuracy of the trained models on Cora and Citeseer with respect to the varied \( \epsilon \) while keeping the other hyper-parameters fixed (on Cora, we set \( \beta = 1.2 \) and \( \alpha = 0.7 \); on Citeseer, we set \( \beta = 0.8 \) and \( \alpha = 0.7 \)). As we have observed, S-BVAT is not sensitive to \( \epsilon \) when it changes from 0.01 to 0.1 and we choose \( \epsilon = 0.03 \) for both Cora and Citeseer. The conclusion is also true for Pubmed and Nell, where \( \epsilon \) is set to 0.003 due to the smaller norm of input features in these two datasets.

Incorporating the conditional entropy term \( E(\cdot) \) into training of semi-supervised tasks is confirmed useful generally (Grandvalet & Bengio, 2005). We expect to determine the importance of the role it plays in the BVAT algorithms. Thus, we conduct two set of experiments on Cora by assessing the validation accuracy of the models trained with different values of \( \alpha \) in the range \([0, 1.5]\) with a granularity 0.1. The results of the two algorithms (we assign \( \beta \) to 1.2 and 1.5 for S-BVAT and O-BVAT respectively) are plotted in Fig. 3b. The results demonstrate that S-BVAT and O-BVAT can remain high performance with regularization coefficient \( \alpha \) varying in a large range. Therefore, we think that the virtual adversarial perturbations used in BVAT play a crucial role in smoothing the output distribution of the model and improving its performance, while the conditional entropy term \( E(\cdot) \) is an extra regularization which made the model more suitable for semi-supervised classification.
D. Computation Complexity Analysis

Actually, BVAT algorithms will only bring a tolerable additional computation complexity because BVAT algorithms work in a batch manner and they only need to calculate the gradients of the LDS loss with respect to the input feature matrix without updating the parameters of the graph convolutional neural networks classifier. We empirically estimate the time consuming of GCN, GCN with S-BVAT and GCN with O-BVAT on Cora dataset, and they averagely need 0.0355154, 0.03946125 and 0.1064431 seconds for one epoch on a GTX 1080Ti respectively. GCN with S-BVAT is a little slower than GCN as there are only two additional forward propagations and one additional back propagation. GCN with O-BVAT spends less than 3× time than GCN because the optimization process involves $T + 1$ additional forward propagations and $T$ additional back propagations ($T = 10$ in all the experiments). Considering that the classification performance of GCN w/ BVAT is noticeably better than GCN, its no doubt that the extra calculation cost is acceptable.